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#### **3.1 Question**

Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2),

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

1. If the pattern *P* is (3.8, 3.1), find the class of *P* using the 1-nearest-neighbor algorithm.
2. Find the class of *P* using the *k*-nearest-neighbor algorithm (*k* = 3).

*Hãy xem xét tập hợp các mẫu hai chiều:*

*(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),  
(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2),  
(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)*

*trong đó mỗi mẫu được đại diện bởi tính năng 1, tính năng 2 và lớp.*

1. *Nếu mẫu P là (3.8, 3.1), hãy tìm lớp của P bằng thuật toán 1 lân cận gần nhất.*
2. *Tìm lớp của P bằng thuật toán k-láng giềng gần nhất (k = 3).*

#### **3.1 Giải:**

1. Tính toán khoảng cách từ điểm P đến tất cả các điểm khác đã có sẵn, ở đây dùng khoảng cách Euclide:

* Điểm (1, 1, 1): 3,5
* Điểm (1, 2, 1): 3,00832179129826
* Điểm (1, 3, 1): 2,80178514522438
* Điểm (2, 1, 1): 2,76586333718787
* Điểm (2, 2, 1): 2,1095023109729
* Điểm (2, 3, 1): 1,80277563773199
* Điểm (2, 3.5, 1): 1,84390889145858
* Điểm (2.5, 2, 1): 1,70293863659264
* Điểm (3.5, 1, 1): 2,12132034355964
* Điểm (3.5, 2, 1): 1,14017542509914
* Điểm (3.5, 3, 2): 0,316227766016838
* Điểm (3.5, 4, 2): 0,948683298050514
* Điểm (4.5, 1, 2): 2,21359436211787
* Điểm (4.5, 2, 2): 1,30384048104053
* Điểm (4.5, 3, 2): 0,707106781186548
* Điểm (5, 4, 2): 1,5
* Điểm (5, 5, 2): 2,24722050542442
* Điểm (6, 3, 2): 2,20227155455452
* Điểm (6, 4, 2): 2,37697286480094
* Điểm (6, 5, 2): 2,90688837074973

Vậy, khi k = 1, class của P là 2

1. Khi k = 3, với khoảng cách Euclide được tinh ở trên, ta có thể thấy class của P là 2.

*Cách giải: Tính khoảng cách từ P đến tất cả các điểm trong 3 class trên.*

1. *Với k=1, class của P là class của điểm gần P nhất*
2. *Với k=3, class của P là class chiếm đa số trong 3 điểm gần P nhất*

#### **3.2 Question**

Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

Find the centroids of the two classes. Use the minimum-distance classifier to find the class of the pattern *P* = (3.8, 3.1).

*Hãy xem xét tập hợp các mẫu hai chiều:*

*(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),*

*(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)*

*(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)*

*trong đó mỗi mẫu được đại diện bởi tính năng 1, tính năng 2 và lớp.*

*Tìm trọng tâm của hai lớp. Sử dụng bộ phân loại khoảng cách tối thiểu để tìm lớp của mẫu P = (3.8, 3.1).*

#### **3.2 Giải:**

Điểm trung tâm của class 1 sẽ là (2.05, 2.05) (Tính trung bình của các điểm trên class 1)

Điểm trung tâm của class 2 sẽ là (4.85, 3.4)

Vậy, class của P theo phương pháp tính này sẽ là **Class 2**. *(Khoảng cách P đến trung tâm class 1 là 2,04083316319586 so với khoảng cách đến trung tâm class 2 là 1,09201648339208)*

*Cách giải: Tính giá trị trung bình của 2 feature để tìm ra centroid của các class.*

*Tính khoảng cách từ P đến 2 điểm centroid này. Class của P là class của centroid gần P hơn.*

#### **3.3 Question**

Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

a) Find the condensed set using the condensed nearest neighbor algorithm.

b) If the patterns of Class 2 appears first, given the set

(3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2) (4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2),

(6, 3, 2), (6, 4, 2), (6, 5, 2), (1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1),

(2, 3, 1), (2, 3.5, 1), (2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1),

find the condensed set using the condensed nearest neighbor algorithm.

#### **3.4 Question**

Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

Rank the data set using the Naïve Rank Numerosity Reduction algorithm.

#### **3.5 Question**

State the difference between *prototype selection* and *prototype abstraction.* Is Naïve Rank Numerosity Reduction algorithm belongs to the category of prototype abstraction?

*Nêu sự khác biệt giữa lựa chọn nguyên mẫu và trừu tượng hóa nguyên mẫu. Thuật toán Naïve Rank Numerosity Reduction có thuộc danh mục trừu tượng hóa nguyên mẫu không?*

#### **3.6 Question**

We use a weighted 5-NN classifier to determine the class of object P. Assume that the distances between P and the five nearest neighbors (X1, X2, X3, X4 and X5) be d1 = 1, d2 = 3, d3 = 4, d4 = 5 and d5 =8. If X1, X2 belong to class + and the three others belong to class -. Which class is P assigned to?
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**3.1** Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

(a) If the pattern *P* is (3.8, 3.1), find the class of P using the 1-nearest-neighbor algorithm.

(b) Find the class of P using the *k*-nearest-neighbor algorithm (*k* = 3).

(a) d(P, x1) = 3.500

d(P, x2) = 3.008

d(P, x3) = 2.802

d(P, x4) = 2.766

d(P, x5) = 2.110

d(P, x6) = 1.803

d(P, x7) = 1.844

d(P, x8) = 1.703

d(P, x9) = 2.121

d(P, x10) = 1.140

d(P, x11) = 0.316

d(P, x12) = 0.949

d(P, x13) = 2.214

d(P, x14) = 1.304

d(P, x15) = 0.707

d(P, x16) = 1.500

d(P, x17) = 2.247

d(P, x18) = 2.202

d(P, x19) = 2.377

d(P, x20) = 2.907

Class of P is 2

Để bấm máy nhanh các bạn có thể bấm máy biểu thức tổng quát vào máy tính casio sau đó CACL để thay số.

(b) 3 nearest neighbors are x11, x12, x15, and 3 of them come from class 2

**3.2** Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

Find the centroids of the two classes. Use the minimum-distance classifier to find the class of the pattern *P* = (3.8, 3.1).

Centroids of class 1 is c1

x\_(c\_1 ) =(1+1+1+2+2+2+2+2.5+3.5+3.5)/10=2.05

y\_(c\_1 ) =(1+2+3+1+2+3+3.5+2+1+2)/10=2.05

Centroids of class 2 is c2

x\_(c\_2 ) =(3.5+3.5+4.5+4.5+4.5+5+5+6+6+6)/10=4.85

y\_(c\_2 ) =(3+4+1+2+3+4+5+3+4+5)/10=3.4

d(P,c1) = 2.04083

d(P,c2) = 1.09202

P belongs to class2

#### **3.3 Question**

Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

a) Find the condensed set using the condensed nearest neighbor algorithm.

b) If the patterns of Class 2 appears first, given the set

(3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2) (4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2),

(6, 3, 2), (6, 4, 2), (6, 5, 2), (1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1),

(2, 3, 1), (2, 3.5, 1), (2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1),

find the condensed set using the condensed nearest neighbor algorithm.

*Hãy xem xét tập hợp các mẫu hai chiều:*

*(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2 , 3.5, 1),*

*(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)*

*(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6 , 5, 2)*

*trong đó mỗi mẫu được đại diện bởi tính năng 1, tính năng 2 và lớp.*

*a) Tìm tập cô đọng bằng thuật toán láng giềng gần nhất cô đọng.*

*b) Nếu các mẫu của Loại 2 xuất hiện trước, với tập hợp*

*(3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2) (4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2),*

*(6, 3, 2), (6, 4, 2), (6, 5, 2), (1, 1, 1), (1, 2, 1), (1, 3, 1), (2 , 1, 1), (2, 2, 1),*

*(2, 3, 1), (2, 3.5, 1), (2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1),*

*tìm tập hợp thu gọn bằng thuật toán hàng xóm gần nhất thu gọn.*

#### **3.3 Answer**

![](data:image/jpeg;base64,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)

Theo thuật toán ta có lời giải như sau:

a) X1, X10, X6, X8, X12

b) X1, X10, X15, X18, X3

#### **3.4 Question**

Consider the set of two-dimensional patterns:

(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2, 3.5, 1),

(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)

(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6, 5, 2)

where each pattern is represented by feature 1, feature 2 and the class.

Rank the data set using the Naïve Rank Numerosity Reduction algorithm.

*Hãy xem xét tập hợp các mẫu hai chiều:*

*(1, 1, 1), (1, 2, 1), (1, 3, 1), (2, 1, 1), (2, 2, 1), (2, 3, 1), (2 , 3.5, 1),*

*(2.5, 2, 1), (3.5, 1, 1), (3.5, 2, 1), (3.5, 3, 2), (3.5, 4, 2), (4.5, 1, 2)*

*(4.5, 2, 2), (4.5, 3, 2), (5, 4, 2), (5, 5, 2), (6, 3, 2), (6, 4, 2), (6 , 5, 2)*

*trong đó mỗi mẫu được đại diện bởi tính năng 1, tính năng 2 và lớp.*

*Xếp hạng tập dữ liệu bằng thuật toán Giảm số thứ hạng Naïve.*

#### **3.4 Answer**

· First iteration: S = {}

rank(x1) = 2

rank(x2) = 3

rank(x3) = 2

rank(x4) = 2

rank(x5) = 1

rank(x6) = 1

rank(x7) = 1

rank(x8) = 1

rank(x9) = -1 +

rank(x10) = -3

rank(x11) = 0 +

rank(x12) = 1

rank(x13) = -1

rank(x14) = 0 +

rank(x15) = 2

rank(x16) = 2

rank(x17) = 2

rank(x18) = 1

rank(x19) = 3

rank(x20) = 2

· Second iteration: S = {x10}

rank(x1) = 2

rank(x2) = 3

rank(x3) = 2

rank(x4) = 2

rank(x5) = 1

rank(x6) = 1

rank(x7) = 1

rank(x8) = 1

rank(x9) = -2

rank(x11) = 2

rank(x12) = 1

rank(x13) = -1 +

rank(x14) = 2

rank(x15) = 2

rank(x16) = 2

rank(x17) = 2

rank(x18) = 1

rank(x19) = 3

rank(x20) = 2

· Thirth iteration: S = {x9, x10}

rank(x1) = 2

rank(x2) = 3

rank(x3) = 2

rank(x4) = 2

rank(x5) = 1, p = 2

rank(x6) = 1, p = 2

rank(x7) = 1, p = 2

rank(x8) = 1, p = 2

rank(x11) = 2 +

rank(x12) = 1, p = 1

rank(x13) = 1, p = 1

rank(x14) = 2

rank(x15) = 2

rank(x16) = 2

rank(x17) = 2

rank(x18) = 1, p = 1

rank(x19) = 3

rank(x20) = 2

· Fourth iteration: S = {x12, x9, x10}

rank(x1) = 2

rank(x2) = 3

rank(x3) = 2

rank(x4) = 2

rank(x5) = 1, p = 2

rank(x6) = 1, p = 2

rank(x7) = 1, p = 2

rank(x8) = 1, p = 2

rank(x11) = 1, p = 1

rank(x13) = 1, p = 1

rank(x14) = 2

rank(x15) = 2

rank(x16) = 2

rank(x17) = 2

rank(x18) = 1, p = 1

rank(x19) = 3

rank(x20) = 2

Fifth iteration get x11, sixth iteration get x13, seventh iteration get x14, eighth iteration get x15, ninth iteration get x18.

· Tenth iteration S = {x5, x18, x15, x14, x13, x11, x12, x9, x10}

rank(x1) = 2

rank(x2) = 3 +

rank(x3) = 2

rank(x4) = 2 +

rank(x5) = 1, p = 2

rank(x6) = 1, p = 2

rank(x7) = 1, p = 2

rank(x8) = 1, p = 2 +

rank(x16) = 2

rank(x17) = 2

rank(x19) = 3

rank(x20) = 2

· Eleventh iteration S = {x4, x5, x18, x15, x14, x13, x11, x12, x9, x10}

rank(x1) = 2 +

rank(x2) = 2

rank(x3) = 2

rank(x4) = 1, p = 1

rank(x6) = 1, p = 2

rank(x7) = 1, p = 2

rank(x8) = 2 +

rank(x16) = 2

rank(x17) = 2

rank(x19) = 3

rank(x20) = 2

· Twelve iteration S = {x1, x4, x5, x18, x15, x14, x13, x11, x12, x9, x10}

rank(x1) = 1, p = 1

rank(x2) = 2 +

rank(x3) = 2

rank(x6) = 1, p = 2

rank(x7) = 1, p = 2

rank(x8) = 1, p = 3

rank(x16) = 2

rank(x17) = 2

rank(x19) = 3

rank(x20) = 2

Thirteenth iteration get x2, fourteenth iteration get x3, fifteenth iteration get x6, sixteenth iteration get x7, seventeenth iteration get x8, eighteenth iteration get x16, nineteenth iteration get x17 and finally are x19 and x20 respectively.

S = {x20, x19, x17, x16, x8, x7, x6, x3, x2, x1, x4, x5, x18, x15, x14, x13, x11, x12, x9, x10}

*Lần lặp thứ 13 được x2, lần thứ 14 được x3, lượt thứ 15 được x6, lượt thứ 16 được x7, lượt thứ 17 được x8, lượt thứ 18 được x16, lượt thứ 19 được x17 và cuối cùng lần lượt là x19 và x20.*

*S = {x20, x19, x17, x16, x8, x7, x6, x3, x2, x1, x4, x5, x18, x15, x14, x13, x11, x12, x9, x10}*

#### **3.5 Question**

State the difference between *prototype selection* and *prototype abstraction.* Is Naïve Rank Numerosity Reduction algorithm belongs to the category of prototype abstraction?

*Nêu sự khác biệt giữa lựa chọn nguyên mẫu và trừu tượng hóa nguyên mẫu. Thuật toán Naïve Rank Numerosity Reduction có thuộc danh mục trừu tượng hóa nguyên mẫu không?*

#### **3.5 Answer**

**Prototype selection** là phương pháp lấy mẫu hoặc một tập mẫu để đại diện cho một tập lớn hơn với các phần tử được lấy ra là con của tập mẫu cho trước

**Prototype abstraction** là phương pháp lấy mẫu hoặc một tập mẫu để đại diện cho một tập lớn hơn với các phần tử được lấy ra không là con của tập mẫu cho trước, mà được tính ra từ tập mẫu cho trước

Thuật toán Rank Numerosity Reduction thuộc về lựa chọn nguyên mẫu (prototype selection)

#### **3.6 Question**

We use a weighted 5-NN classifier to determine the class of object P. Assume that the distances between P and the five nearest neighbors (X1, X2, X3, X4 and X5) be d1 = 1, d2 = 3, d3 = 4, d4 = 5 and d5 =8. If X1, X2 belong to class + and the three others belong to class -. Which class is P assigned to?

*Chúng tôi sử dụng bộ phân loại 5-NN có trọng số để xác định lớp của đối tượng P. Giả sử rằng khoảng cách giữa P và năm láng giềng gần nhất (X1, X2, X3, X4 và X5) là d1 = 1, d2 = 3, d3 = 4 , d4 = 5 và d5 =8. Nếu X1, X2 thuộc lớp + và 3 lớp còn lại thuộc lớp -. P được giao cho lớp nào?*

#### **3.6 Answer**

*(Slide 26, nặng tính toán, khá chua tí)*

w1 = (8-1)/(8-1) =1

w2 = (8-3)/(8-1) = 5/7

w3 = (8-4)/(8-1) = 4/7

w4 = (8-5)/(8-1) = 3/7

w5 = (8-8)/(8-1) = 0

sum+ = 1 + 5/7 = 12/7

sum- = 4/7+3/7 = 1 < sum+

P thuộc về lớp +